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Abstract—Integrity is a popular and effective index as a 

measure of trust for navigation system to place in the correct 
position. The classical snapshot-based integrity monitoring 
methods have a widely and mature application in global 
navigation satellite system (GNSS) assessment. However, they 
cannot meet the integrity evaluation requirements for multi-
sensor integration such as all-source navigation due to its recursive 
estimation and measurement diversity of sensors, which directly 
limits it’s use in safety-critical applications. We propose a new 
Kalman filter based solution separation (KFSS) method for the 
integrity monitoring of multi-sensor integrated navigation 
systems. The traditional EKF update estimation is remodeled as a 
weighted least square form to involve the system propagation into 
the new measurement vector, which reconstructed as a ‘pseudo-
snapshot’ model. The integrity risk caused by the system 
propagation is considered as one fault hypothesis in the following 
fault detection and protection level determination. Then, the 
integrity evaluation is executed in positioning domain enhanced by 
solution separation with sensor exclusion. The above two 
operations have indispensable roles and inseparable relationship 
from the aspect of integrity functional realization. The 
performance of a tightly coupled integration simulation, a loosely 
coupled multi-sensor integration simulation and an actual 
kinematic vehicle experiment verified the feasibility and 
superiority of the proposed method. The KFSS structure can 
detect fault in propagation period and step fault, ramp fault and 
simultaneous faults in observations effectively. The protection 
levels can be reduced positively both in horizontal and vertical 
directions, which is positive to bound the position error more 
accurately and reduce the redundant space effectively. It is of 
great significance for tighter integrity requirements.  
 

Index Terms—Integrity monitoring, Kalman filter, Loosely 
couple, All-source navigation, Solution separation, Tightly couple 
 

I. INTRODUCTION 
ULTI-SENSOR navigation integration technology, 
which shows superiority in accuracy and reliability, is the 

major research direction in navigation and positioning. It is also 
a basic implementation technology for the all-source 
navigation, resilient sensor management and other advanced 
navigation structures [1,2,3]. Based on its redundant 
measurement information, multi-sensor integration is also 
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widely used in safety-critical applications such as civil aviation, 
autonomous vehicles, pedestrian navigation, smart grid and 
intelligent transportation system [4,5,6,7]. However, with more 
sensors and observations involved in the navigation system, the 
probability of faults and outliers is increased simultaneously. 
The sensor-agnostic performance and availability in different 
scenarios are also uncertainties affecting the multi-sensor 
navigation results.  

For evaluating the impact of sensor measurements on the 
positioning results, integrity is a representative quantifiable 
criterion which has been introduced and researched in many 
fields. Different from the traditional fault detection technology, 
integrity puts more emphasis on the measure of trust that can be 
placed in the correct position and the ability to provide timely 
alert when the navigation system should not be used for 
navigation [8]. Integrity was firstly introduced in satellite 
navigation and accepted by the civil aviation as one of the 
crucial criteria for satellite-based navigation system [9]. The 
classical integrity solution for global navigation satellite system 
(GNSS) is receiver autonomous integrity monitoring (RAIM), 
including residual detection method in range domain and 
solution separation method in positioning domain [10,11]. As 
the measurements are pseudoranges of satellites, most of the 
RAIM methods follow the snapshot principle which only use 
the absolute positioning measurements at the current epoch. 
However, in multi-sensor navigation system, the final 
positioning results are recursive solutions which integrated 
different types of measurements from all available sensors 
[12,13,14]. In most cases, the recursive solutions are 
implemented by an optimal estimator like extended Kalman 
filter (EKF) with sequential epochs [15,16,17]. The classical 
EKF includes two steps further: state propagation and 
measurements update. The traditional RAIM methods are not 
available for multi-sensor integration. 

For the operation monitoring of multi-sensor integration, 
most of the researches focus on the fault detection and exclusion 
(FDE) function of inertial navigation system (INS) and GNSS 
integration. The operation of FDE is based on innovations or 
residuals of EKF, which cannot be defined as integrity 
monitoring strictly. In fact, only a few research works 
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mentioned the integrity for KF-based multi-sensor integration. 
[18] proposed a parallel KFs method to monitoring every
measurement. However, the implementation is complex and the
calculation burden is not optimistic. [19] introduced a residual
based EKF integrity method and proved the test statistics
chosen from the current and past time are independent. But the
method adopted batch least-squares form of EKF, whose
dimensions will explode with more sensors are involved. [20]
proposed the resilient multi-sensor management concept but
focused on the fault detection and sensor remodeling. [21]
researched the integrity risk of EKF-based localization but the
method is still based on residuals and dependent on the worse-
case fault, which not considering the relevance of
measurements from the same sensor. [22] extended the
Advanced RAIM (ARAIM) method into INS/GNSS integration
but the impact of state propagation on integrity risk is not
considered. Besides what discussed above, the other works are
mostly based on GNSS only or tightly coupled INS/GNSS
integration, where the measurements are GNSS pseudoranges
only and the methods cannot be extended to multi-sensor
integration directly [23,24,25]. Furthermore, the integrity
solution for loosely coupled multi-sensor integration is not
considered in the literature.

Researchers are struggling to derive the impact of the 
temporal connectivity in the EKF in the calculation of the 
integrity risk. That is one of the current bottlenecks of obtaining 
the integrity for EKF-based sensor integration systems. If we 
can regard the system propagation as a measurement that 
containing the temporal connectivity of EKF, then we can have 
a chance to estimate the integrity of EKF. The state propagation 
and measurement update will be involved in one mapping 
function to share the integrity risk. In the other words, the new 
measurement model should comprise both system propagation 
and measurement update of the EKF. The problem is, how can 
we establish a new system model (mapping function) between 
the state and the new measurement model based on the 
information of the EKF of the integration system. In fact, the 
concept of extended RAIM proposed in [26] provided one 
embryonic form to establish this mapping function. The 
measurement update formula in classical EKF was remodeled 
as one least square form which included system propagation 
and measurement. However, its integrity scheme is still limited 
in INS/GNSS integration and cannot be extended to the all-
sourced integrated navigation system. If we can extend the new 
measurement model to include all types of measurements of 
other sensors such as light detection and ranging (LiDAR) and 
visual-inertial navigation system (VINS) based on cameras, the 
idea can be used to establish a new framework to estimate the 
integrity of multi-sensors integrated system. This is the 
objective of this paper. 

Furthermore, as shown in Fig. 1, for high accuracy 
application like autonomous driving, the multi-sensor 
navigation solution is the inevitable choice. However, LiDAR, 
cameras, GNSS and INS are providing different domains of 
measurements. The diversity of measurements and propagation 
of states make the integrity monitoring for KF-based multi-
sensor integration another big challenge. Firstly, the 

measurements are difficult to be evaluated in the same domain 
as some sensors provide range measurements while the other 
sensors only provide positioning results. The positioning results 
are further divided into absolute and relative values. Secondly, 
the measurements are not independent any longer [27]. In 
GNSS RAIM, one important hypothesis is that the pseudorange 
faults of satellites are independent [28]. But for LiDAR or 
visual simultaneous localization and mapping (SLAM), the 
measurements are interrelated which means one sensor fault 
may affect many measurements [29]. Standing at the point of 
view of the concept of solution separation, we can develop an 
integrity monitoring algorithm that can separate the sensors 
instead of the measurements inside a single sensor.  

Fig. 1  Navigation sensor solutions for different applications. The circumstance 
for civil airplane is open, the GNSS navigation can meet the requirements in 
most case. However for autonomous driving, the surroundings are complex, and 
the safety space is extremely limited. High accuracy and reliable navigation 
solution is necessary. 

This paper proposes a new Kalman filter based solution 
separation (KFSS) method to detect the fault of the sensors and 
further estimate the protection level of the navigation results. 
Firstly, the new system model is established with system 
propagation involved in integrity risk evaluation. Then, the 
state estimator can be written as a weighted least square form 
in preparation for solution separation. The equivalence between 
classical update estimation and weighted least square 
estimation is also given. Secondly, based on the weighted least 
square of EKF estimation, the solution separation is 
implemented in positioning domain with the function of fault 
detection and exclusion. Particularly the fault-tolerance 
position estimator is calculated with sensor exclusion. Finally, 
the protection levels are calculated with the integrity risk 
budget. The proposed method has no limitation in type and 
quantity of sensors, or the number of faults. The experiment 
simulation on tightly coupled integration and loosely coupled 
integration also verified the effectiveness of the proposed 
integrity method. The proposed method is well applicable for 
all-source navigation and resilient sensor management. 

The contributions of this paper are summarized hereafter: 
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1) The least square form of EKF is introduced into integrity 
evaluation of multi-sensor integration. The weighted least 
square estimation is equivalent to the measurement update with 
Kalman gain. But the integrity risk produced by both the 
temporal connectivity and system propagation is considered in 
the integrity monitoring effectively. It results in that the 
integrity of the complex recursive estimation can be solved in a 
mature snapshot principle.  

2) A solution separation with sensor exclusion is proposed. 
Due to the diversity and relevance of measurements, to detect 
and evaluate the fault based on residuals in range domain is 
difficult to be implemented. The solution separation with sensor 
exclusion make it clear and intuitive to analyze the impact of 
sensor fault to the multi-sensor estimator directly in positioning 
domain. The proposed method is well applicable to all-source 
navigation.  

It is a fact that reform of EKF and solution separation have 
their different applications independently in the current 
research. But it should be noted that from the aspect of integrity 
monitoring, they have indispensable roles and inseparable 
relationship in functional realization. Reform of KF in this 
manuscript is to involve the integrity risk originated from the 
temporal connectivity and system propagation. Solution 
separation is to implement the FDE and protection level 
calculation in positioning domain with sensor exclusion, as it is 
difficult to operate in range domain due to the diversity and 
relevance of measurements. 

II. WEIGHTED LEAST SQUARE FORM OF KALMAN FILTER FOR 
MULTI-SENSOR INTEGRATION  

Based on the classical EKF, the least square form of system 
propagation and measurement update is given in this section. 
Then, we derive the weighted least square estimator with the 
measurement covariance and predicted error covariance and 
prove its equivalence with the EKF estimation with Kalman 
gain.  

A. Kalman Filter with Least Square Form 
For classical EKF, the propagation of the state can be written 

as  
 -

-1X ΦX w= +k k k  (1). 

where -1Xk and -Xk are the updated state estimation at ( )1 thk −

epoch and propagated state estimation at thk epoch, 

respectively. Φ is the transition matrix and wk is the system 
noise matrix which follows the Gaussian distribution: 

 ( )~ 0,w QΝk  (2). 

where Q is the covariance matrix of the system noise. The 
linearized measurement model is: 

 Z HX v= +k k k  (3). 

where Zk and H are measurement vector and observation 

matrix, respectively. vk is the measurement noise matrix 
which follows the Gaussian distribution: 

 ( )~ 0,v RΝk  (4). 
where R is the covariance matrix of the measurement noise. 
The error covariance matrix in propagation is: 

 / 1 1P ΦP Φ Q− −= +T
k k k  (5). 

where / 1P −k k and 1P −k are the predicted error covariance matrix 

at thk epoch and the updated error covariance matrix at 

( )1 thk − epoch, respectively. With the predicted error 

covariance matrix / 1P −k k , observation matrix H and the 
covariance matrix of the measurement noise R , the Kalman 
gain can be calculated as: 

 ( ) 1

/ 1 / 1K P H HP H R
−

− −= +T T
k k k k k  (6). 

Finally, the state estimation vector and error covariance 
matrix with measurement update is: 

 ( )- -= +X X K Z HX−k k k k k  (7). 

 ( ) / 1P I K H P −= −k k k k  (8). 
For integrity monitoring of KF-based integration system 

shown in equation (7), the difficulty is that the current 
measurements cannot be mapped to the state estimation 
directly. In the other words, the updated state estimation is a 
balanced value between propagated state and the current 
measurements. The integrity risk can come from the propagated 
state which is related with the past epochs. The Kalman gain 
aggravates the problem further as it is a time-variant matrix. 
This form of KF recursive estimation violates the snapshot 
principle in autonomous integrity monitoring.  

According to the above analysis, we try to establish a direct 
mapping function between the final state estimation and all 
kinds of input parameters, which can form a closed loop for 
integrity risk monitoring. Meanwhile the new measurement 
model under the mapping function should result in the same 
results equal to the KF recursive estimation. Inspired by the 
least square form proposed in [26], the mapping function can 
be rewritten as the new measurement model as follows: 

 =
Z vH

X
X vI−

    
+    

    
k k

k
k x

 (9). 

where combine the measurement vector and propagated state 
vector as the new measurement vector. The new measurement 
model can be simplified as: 

 =Y CX v+k k zx  (10). 
where  

 = = =
Z vH

Y C v
X vI−

    
    

    
k k

k zx
k x

 (11). 

are the new measurement vector, new measurement observation 
matrix, and new observation noise vector, respectively. 
Meanwhile the noise vector is assumed to be zero mean 
Gaussian white noise and the corresponding covariance is: 

 ( )
/ 1

~ 0,     zx k k
k k−

 
=  

 

R 0
v Ν V V

0 P  (12). 
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Using 1=W V−
k as the weight value matrix, the weighted least 

square estimation can be written as: 

 ( ) 1
=X C WC C WY

−T T
k k  (13). 

Then, we got the direct mapping function between state 
estimation and all input vectors which shows in ‘pseudo-
snapshot’ form. However, it is not easy to conclude that the 
estimation Xk is equal to the one calculated with classical EKF 
measurement update shown in equation (7) as the Kalman gain 
is not used in the above weighted least square estimation. The 
next subsection will derive the equivalence between each other. 

B. Equivalence between Weighted Least Square and KF 
Recursive Estimation 

Substitute equation (11) and equation (12) into equation (13), 
the estimation can be rewritten as: 

( )

1-1 -1

-1 -1
/ 1 / 1

-1-1 -1 -1 -1
/ 1 / 1

=

    = +

ZHR 0 R 0
X H I H I

XI0 P 0 P

Z
H R H P H R P

X

−

−
− −

− − −

                            
 

    
 

kT T
k

kk k k k

kT T
k k k k

k

  (14). 
According to the matrix inversion lemma [30], the first part 

on the right side of equation (14) is equal to: 

 

( )
( )

-1-1 -1
/ 1

-1

/ 1 / 1 / 1 / 1

/ 1 / 1

+

     = - +

     = -
     =

H R H P

P H P HP H R HP

P K HP
P

−

− − − −

− −

T
k k

T T
k k k k k k k k

k k k k k

k

 (15). 

Then, equation (14) can be derived as: 

 
-1 -1

/ 1

-1 -1
/ 1

=

     = +

Z
X H R P P P

X

P H R Z P P X

− −

−
−

 
    

 
kT

k k k k k
k

T
k k k k k k

 (16). 

According to equation (15), we can get another form of 
updated error covariance matrix as: 

 1 -1 -1
/ 1+P H R H P−

−= T
k k k  (17). 

Substitute equation (17) to equation (6), the Kalman gain 
K k can be further expressed as: 

 

( )
( )

1

/ 1 / 1

1-1 -1
/ 1

-1

      =

      =

K P H HP H R

H RH P H R

P H R

−

− −

−

−

= +

+

T T
k k k k k

T T
k k

T
k

 (18). 

Substitute equation (17) and equation (18) to equation (16), 
we got the weighted least square state estimation as: 

 ( )
( )

-1 -1
/ 1

1 -1

- -

= +

     = + -

     = +

X P H R Z P P X

K Z P P H R H X

X K Z HX

−
−

− −

−

T
k k k k k k k

T
k k k k k

k k k k

 (19). 

Finally, the equivalence between weighted least square and 
KF measurement update is proved encouragingly. The mapping 

function established by the weighted least square form meets 
the snapshot principle. The next section, the integrity method 
based on solution separation is given in details with the 
weighted least square estimation. 

III. INTEGRITY SOLUTION BASED ON KF-BASED SOLUTION 
SEPARATION  

Solution separation method was firstly introduced to the 
GNSS integrity monitoring where the integrity risk was directly 
evaluated under the unified consideration of all single-element 
failure hypotheses and fault-free hypothesis [31,32]. The 
solution separation in positioning domain shows theoretical 
advantages over the classical least square residual-based 
method [33]. With a wide and mature application in RAIM, the 
solution separation method has been accepted as the baseline 
user algorithm in ARAIM, which is regarded as the next 
generation airborne RAIM solution [34]. The solution 
separation method is further expanded to Precise Point 
Positioning (PPP) integrity [35] and spoofing detection [36]. 
Based on the weighted least square form estimation in the above 
section, the KF-based solution separation algorithm is derived 
step by step in this section. 

A. Integrity Risk Bounded by Solution Separation  

In integrity monitoring, integrity risk riskP is defined as the 
probability of providing a normal operation signal that is 
actually out of tolerance without warning the user in a given 
period of time. Here the maximum tolerable positioning error 
for an operation to safely proceed is called alert limit (AL). 
Correspondingly the protection level (PL) is a statistical error 
bound computed to guarantee the probability of error exceeding 
the bound is smaller than the defined integrity risk [37]. So, the 
integrity risk bounded by the protection level can be expressed 
as: 

 ( )ˆ &X X− > < ≤ riskP AL PL AL P  (20). 

where X and X̂ are the actual position and estimated position, 
respectively.  
For solution separation, its function in integrity risk can be 
regarded as the integrity risk allocation tree in integrity analysis 
[38,39]. The concept map of integrity risk allocation tree and 
the detailed implementation in solution separation is show in 
Fig. 2 and Fig. 3. 
 

 

Fig. 2  Concept map of integrity risk allocation tree 
 
As shown in Fig. 3, the operation of solution separation is to 
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thi  fault hypothesis is: 

 ( ){ } ( ),
ˆ &X X= − > <

irisk H i i iP P AL PL AL H P H  

  (21). 
where ( )iP H represents the probability of thi fault 
hypothesis.  
 

 

Fig. 3  Integrity Tree implementation in Solution Separation  
 
Then, the integrity risk bounded by the solution separation 

can be written as follows: 

( ){ } ( )
0

ˆ ˆ= &X X
=

− > < ≤∑
ssN

risk i i i risk
i

P P AL PL AL H P H P

  (22). 
where r̂iskP is the estimated integrity risk bounded by the 
calculated protection level. It should be less than the defined 
integrity risk. ssN represents the number of fault hypotheses. 
There are many researches on determining the number of fault 
hypotheses such as the maximum number of simultaneous 
faults proposed in the ARAIM baseline algorithm [40] and the 
feedback structure with probability accumulation proposed in 
[28]. Particularly the number of faulty sensors in one fault 
hypothesis is not limited to one. 

B. Solution Separation with Sensor Exclusion  
For solution separation operation, the weighted least square 

estimation derived in equation (13) is defined as the all-in-view 
solution under fault-free hypothesis. Regardless of the epoch k
, the equation under fault-free hypothesis can be simplified and 
as: 

 ( ) ( ) 10 =X C WC C WY
−T T  (23). 

The fault-tolerance estimation ( )iX under the thi fault 

hypothesis is calculated as: 

 ( ) ( )( ) ( )1
=X C W C C W Y

−i i iT T  (24). 

where ( )iW is the weighting matrix. The fault-tolerance 
estimation need to meet the following rule: Once the sensor is 
hypothesized as faulty under the thi fault hypothesis, all the 

weights in ( )iW  corresponding to the measurements belonging 
to the faulty sensor should be set as zeros. Here the superscript 
( )i  represents the thi  fault hypothesis. 

The fault detection is executed to test the fault hypotheses. 
As shown in Fig. 4, it is operated in positioning domain with 
the minimal detectable bias (MDB) ( )i

qT as: 

 ( ) ( ) ( )0X X− ≤i i
q q qT  (25). 

where the subscript q  corresponds to the states related to the 
positioning components. 
 

(a) 

Fault detection under no fault 
scenario 

(b) Fault detection under fault 
exists scenario 

Fig. 4  Interpretation of fault detection in positioning domain. ‘■’, ’●’, ’
○’, ’◎’ represent true position, fault-free positioning estimation, fault-
tolerance positioning subset within faulty sensor and fault-tolerance 
positioning subset without fault sensor, respectively. 

 
Then ( )i

qT is also known as the threshold for fault detection of 
solution separation which is defined by [41]: 

 ( ) ( )1
,σ−  

=  
 

i iFA
q q ss q

ss

PT Q w
N

 (26). 

where ( )
,

i
ss qσ  is extracted from the covariance matrix ( )i

ssP
between the fault-free estimation and the estimation under the 
thi  fault hypothesis. 

 ( ) ( ) ( )P U VU=i i i T
ss  (27). 

 ( ) ( )( ) ( ) ( )( )1 1
U C W C C W C WC C W

− −
= −i i iT T T T  (28). 

where FAP  is the probability of false alert. qw represents the 

weighted value allocated to this component. 1−Q is the inverse 

of the Q function, also known as the inverse of the tail 
probability of a zero mean unit normal distribution. The 
exclusion will be triggered once any of the tests fail. If all the 
tests pass, the protection level of solution separation is obtained 
by taking the maximum one across the ( )iPL , 

 ( ) ( ) ( ) ( )σ= +i i i i
mdPL T K  (29). 

where ( )iσ are the standard deviation the position solution ( )iX

( )ˆ &P AL PL AL− > <X X

( ) ( ){ }1 1 1
ˆ &P H P AL PL AL H− > <X X

( ) ( ){ }2 2 2
ˆ &P H P AL PL AL H− > <X X

( ) ( ){ }ˆ &
ss ss ssN N NP H P AL PL AL H− > <X X

 

 

  

 

 

,
0

ˆ =
ss

i

N

risk risk H risk
i

P P P
=

≤∑ 

 

■
●

○

○

○

○

( )iT( ) ( )0i −X X

■
◎

●

○

○

○

○

( )iT

( ) ( )0i −X X
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.  
Considering the fault mode probability, the concept of 

integrity budget is chosen to determine the final PL [42]. The 
total integrity risk is identified as one budget and assigned to 
every fault mode. The integrity risk of corresponding fault 
mode equals to the product of the probability of fault mode and 
the probability of missed detection. As a form of integrity 
budget, equation (22) can be finally expressed as follows: 

 ( ) ( ) ( ) ( )0 ,0 ,
1

2
=

+ ≤∑
ssN

md i md i risk
i

P H Q K P H Q K P  (30). 

where the first item on the left side is the fault-free case and the 
factor is two because both tails of the error distribution need to 
be accounted for in solution separation. The second item is the 
sum of every fault hypothesis, weighted by the corresponding 
probability. To meet the integrity requirement, it is sufficient 
that the factors ( )i

mdK  meet the integrity risk bounded by the 
estimation by fault-free hypothesis and all faulty hypotheses. 

Substitute equation (29) to equation (30), the PL is 
determined by the following equation: 

 ( ) ( ) ( )
( )

( )0 0
1

2
ss iN

i riski
i

PL PL TP H Q P H Q P
σ σ=

 −  + ≤       
∑ (31). 

It is a complex process to solve the above equation exactly. 
It can be solved using a half-interval search in every component 
in most cases. The algorithm is summarized in detail in 
Algorithm 1. 

Algorithm 1: Protection level calculation  
Input:  Integrity risk, riskP ; 
 Tolerance for PL computation, PLTOL ; 
 Number of fault hypotheses, ssN  
 Every faulty hypothesis results, ( )iP H , ( )iσ , ( )iT . 
 Fault-free hypothesis result, ( )0P H , ( )0σ . 
Output:  Protection level (PL). 
1. for fault hypothesis (1 ≤ i  ≤ ssN ) 

2.   ( )

( )
( ) ( )1i i irisk

low
i

PPL Q T
P H

σ−  
= +  

 
 

3.   ( )

( ) ( )
( ) ( )1

1
i i irisk

up
i ss

PPL Q T
P H N

σ−  
= +  + 

 

4. end for every i  
5. for fault-free hypothesis ( i  = 0) 

6.   ( ) ( )0 01

2
risk

low
PPL Q σ−  =  

 
  

7.   ( )

( )
( )0 01

2 1
risk

up
ss

PPL Q
N

σ−  
=   + 

 

8. end for fault-free hypothesis 
9.   ( ) ( ) ( ){ }0 1max , , , ssN

low low low lowPL PL PL PL=  . 

10.   ( ) ( ) ( ){ }0 1max , , , ssN
up up up upPL PL PL PL=  . 

11. while -up low PLPL PL TOL>  
12.   ( )+ 2half up lowPL PL PL=  

13.   ( ) ( ) ( )
( )

( ), 0 0
1

2
ss

iN
half half

risk half i i
i

PL PL T
P P H Q P H Q

σ σ=

 − 
 = +      

∑  

14.   if ,risk half riskP P>   
15.     =low halfPL PL  
16.     else 
17.     =up halfPL PL  
18.     end if 
19. end while 
20. upPL PL=  
 
Finally, the detailed operation in KFSS processing is given 

in Fig. 5. The related core equations are also marked in the 
figure. As we have combined the measurement vector and 
propagated state vector as the new measurement vector, it is 
easy to detect whether it’s observed sensor fault or propagated 
sensor fault with the fault-tolerance test of solution separation. 
Once one fault is detected, the fault exclusion is triggered 
immediately. The positioning results at this epoch need to be 
knocked down and calculated again to keep resilient and 
continuous navigation. In this step-by-step operation, to avoid 
the error divergence of recursive estimation, the corresponding 
matrices need to be reconstructed. If the excluded measurement 
is system state, the positioning estimation will be refined to the 
absolute least squared estimation of the measurements. It can 
be seen as a special circumstance of KFSS. 

 

 

Fig. 5  Flow chart of the proposed integrity solution of Kalman filter based 
solution separation (KFSS).  
 

The superiority of solution separation with sensor exclusion 
proposed in this paper includes two aspects: Firstly, we can 
analyze the impact of sensor fault on positioning result directly 
without considering the measurement relevance inside a single 
sensor. Secondly, for a multi-sensor integration system, the 
measurement exclusion is replaced by sensor exclusion, the 
number of fault hypothesis considered in equation (20) is 
substantially reduced. The disadvantage of computational 
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burden in solution separation is alleviated effectively [43,44]. 

IV. SIMULATIONS, EXPERIMENTS AND DISCUSSION 
To verify the feasibility of the proposed KFSS method for all 

source navigation integrity monitoring, simulations and 
experiments are given in this section. Considering the all-source 
navigation based on multi-sensor integration is really difficult 
to coordinate in actual experiment, the motivation of 
simulations is to match the all-source navigation scenario as 
much as possible, including sensor performance, signal faults 
and so on. Firstly, a tightly coupled INS/GNSS integration 
simulation and a loosely coupled INS/RTK/LiDAR/VINS 
multi-sensor integration simulation experiment are discussed in 
this section. Particularly, due to the independence of every 
satellite, the tightly coupled INS/GNSS model can be further 
expanded to tightly coupled multi-sensor integration in 
subsequent applications with independence of different sensors. 
Then, an experimental test based on a vehicle platform was 
conducted to evaluate the performance of the proposed KFSS 
method. INS, GNSS, LiDAR and camera are used for all-source 
navigation test. The details of implementation will be described 
in the following subsection. It should be noted that the above 
integration models are all developed based on the demos in 
reference [45], where the tightly couple and loosely couple are 
based on ‘Demo 7’ and ‘Demo 3’, respectively. It is accessible 
for method test and result verification as the book is opened to 
public and the demo codes are open sourced. 

A. Scenario and Settings for simulation 
A ground vehicle driving scenario is simulated and the 

trajectory is given in Fig. 6(a). The start position and final 
position are marked as green and red point, respectively. The 
corresponding velocity in North-East-Up (ENU) direction is 
given in Fig. 6(b). The whole period lasts 210 seconds. Both the 
tightly coupled integration and loosely coupled integration are 
tested based on this trajectory. 

A consumer-grade inertial measurement unit (IMU) is 
chosen for integration. Some important simulation parameters 
such as gyro/accelerometer errors, GNSS pseudorange errors, 
and integrity settings are shown in Table I. The noises are 
random gaussian and the positioning outputs in every 
simulation are different from each other.  

 
(a) Trajectory of 3D simulation 

 
(b) Velocity of 3D motion 

Fig. 6  Trajectory and velocity settings in the ground vehicle simulation 
experiment. 
 

TABLE I  
PARAMETERS SETTINGS USED IN SIMULATION   

Subject Parameter Value Application 

INS errors  

Gyro bias 
200 

deg h  

Section 
B/C 

Gyro random walk 
coefficient 

1.000 

deg h  

Accelerometer bias 9000 gµ  

Accelerometer random 
walk coefficient 

1000 

g Hzµ  

Observation 
sensor errors 

Pseudorange 
measurement noise 2.5m 

Section B Pseudorange rate 
measurement noise 0.1 m s  

positioning noise standard 
deviation of RTK 0.1m 

Section C positioning noise standard 
deviation of LiDAR 0.3m 

positioning noise standard 
deviation of VINS 0.5m 

Integrity 

Prior fault probability of 
INS 10-7 Section 

B/C 
Prior fault probability of 

GNSS satellite 10-5 Section B 

Prior fault probability of 
LiDAR and VINS 10-6 Section C 

Integrity risk in vertical 
and horizontal 
components

_ _/risk V risk HP P  

8

8

9 10
/1 10

−

−

×

×
 Section 

B/C 

 
About the prior fault probability, the GNSS satellite 

probability introduced in ARAIM milestone report is accepted 
in this paper. GNSS constellation fault is not considered in this 
research [46]. Particularly, we believe the prior fault probability 
of INS is much less than that of GNSS satellites. 2 orders of 
magnitude are accepted in this simulation. For simplifying the 
computation, we assume the maximum simultaneous fault in 
the fault hypothesis is two. So take an example of one IMU and 
nine satellites, the number of fault hypotheses in KFSS and 
ARAIM is ,ss KFSSN and ,ss ARAIMN , respectively. The results are as 
follows:  

 1 2
, 10 101 56ss KFSSN C C= + + =  (32). 

 1 2
, 9 91 46ss ARAIMN C C= + + =  (33). 

It should be noted that the integrity algorithm for more than 
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one simultaneous fault in multi-sensor integration can be 
referred to the references mentioned in Section III. The final 
maximum simultaneous fault number should be determined by 
integrity budget and prior probability of every fault event. 

 

B. Performance of Tightly INS/GNSS Coupled Integration  
The integrity performance of KFSS method is compared with 

the baseline solution separation based RAIM, which is also well 
known as ARAIM.  

The 17-state vector used in the model is: 
 =X φ v p b bδ δ δ δ δ δ δ  a g r rb d  (34). 

where φδ , vδ ,and pδ  are the attitude, velocity and position 

error vector in three-dimensional frame, respectively. bδ a and 

bδ g are the accelerometer and gyroscope bias vector, 

respectively. δ rb and δ rd are the receiver clock bias and drift.  
The system measurement vector can be expressed as 

 
�T

j jρ ρ
• 

=  
 

Z  (35). 

where jρ and jρ
•� are the pseudo-range and pseudo-range rate 

of satellite j , respectively. It should be noted that it is the 
primary measurement vector of the Kalman filter. Then in the 
‘pseudo-snapshot’ form of solution separation, the new 
measurement vector includes the system measurement vector 
Z  and state vector X , simultaneously. 

Fig. 7 shows the performance of tightly coupled INS/GNSS 
integration in positioning errors. Green, blue and red lines 
represent the outputs in north, east and up components, 
respectively. Table II gives the positioning performance 
statistics, including mean/max error, standard deviation (STD) 
and root mean square error (RMSE). The errors in northward 
and eastward positions are limited in 5 meters. Meanwhile the 
error in upward position is slightly larger which stays at 10 
meters in most times. The RMSE in three directions are 0.87m, 
2.53m and 16.20m. The integration period, also known as the 
update interval, is 1.0 second. Based on this tightly coupled 
INS/GNSS model, the fault detection ability and protection 
level performance are analyzed in the following parts. 

 

 
Fig. 7  Positioning errors of tightly coupled INS/GNSS integration implemented 
based on the open-sourced code [45].  

 

TABLE II  
POSITIONING PERFORMANCE OF TIGHTLY COUPLED INS/GNSS INTEGRATION 

Item North-axis East-axis Up-axis 
Mean error -0.14m -2.40m -10.69m 

STD 0.86m 0.82m 12.17m 
Max error -2.95 -4.51m -31.91 

RMSE 0.87m 2.53m 16.20m 

 
About the sensor fault, as shown in Table III, firstly two 

kinds of satellite observation faults were added in the 
processing. One is a slowly growing satellite pseudorange error 
(PRN-10 in this experiment) with 5 m/s between 120~140th 
epoch. The other one is two simultaneous satellites fault (PRN-
14 and PRN 20 in this experiment) with a step error of 50 meters 
in pseudorange between 180~190th epoch. As mentioned above, 
the integrity risk from the propagation fault and the 
accumulation in recursive estimation is more difficult to detect 
and evaluate, compared to that from the measurement fault.  

 
TABLE III  

FAULT SETTING IN LOOSELY COUPLED MULTI-SENSOR INTEGRATION 
No. Fault event Operation 

period/epoch 
Fault description 

1 INS fault 60~70 10*Special force 
2 One satellite fault 120~140 5 m/s in PRN-10 
3 Two satellites fault 180~190 50m in PRN-14 and PRN-

20 
 
In this subsection, we also pay much attention to the 

propagation fault in KF estimation. A simple INS fault is 
simulated. Start from the 60th epoch, an accelerometer fault is 
taken place in the system and the fault lasts 10 epochs. As little 
literature defines the common concept of INS fault on integrity 
monitoring (e.g. type and amplitude), to help understand and 
implement this kind of fault, the accelerometer fault here is 
simulated as 10 times of the normal special force. We believe it 
can be accepted as the hazardous misleading information in the 
INS integrity evaluation. Then the test statistics for three fault-
tolerance subsets and one regular case, are shown in Fig. 8. For 
calculation convenience, the fault detection ability is executed 
in earth centered earth fixed (ECEF) coordinate frame, which 
shown in X, Y, Z-axis in figures. It should be noted that the 
fault exclusion function is not added in this processing. 

 

 
(a).  Test statistics in INS-out subset 

0.5 1 1.5 2

Time/s 10 4

-2

0

2

Er
ro

r/m

Error in North

0.5 1 1.5 2

Time/s 10 4

-4

-2

0

Er
ro

r/m Error in East

0.5 1 1.5 2

Time/s 10 4

-30
-20
-10

0
10

Er
ro

r/m

Error in Up

50 100 150 200

Time/s

0

20

40

St
at

is
tic

s/
m

test-X Threshold-X

50 100 150 200

Time/s

0

5

10

St
at

is
tic

s/
m

test-Y Threshold-Y

50 100 150 200

Time/s

0

50

St
at

is
tic

s/
m

test-Z Threshold-Z



> REPLACE THIS LINE WITH YOUR PAPER IDENTIFICATION NUMBER (DOUBLE-CLICK HERE TO EDIT) < 
 

9 

 
(b).  Test statistics in faulty satellite-out subset 

 
(c).  Test statistics in two-faulty satellites-out subset 

 
(d).  Test statistics in a subset of excluding one normal satellite, namely a 

regular case 
Fig. 8  Test statistics and thresholds in every subset of tightly coupled 
INS/GNSS integration. Lines from top to bottom in every subfigure are X, Y 
Z-axis, respectively. Solid lines and dotted lines are test statistics and 
thresholds, respectively. 

 
Fig. 8(a) shows the test statistics and thresholds of INS-out 

subset in every epoch. Before the fault taken place, the test 
statistics are much less than the thresholds in all three axes. 
Then after the accelerometer fault is added in the 60th epoch, the 
test statistics exceed the thresholds in less than three epochs. 
The test statistics are affected more obvious due to the dynamic 
of vehicle. The KFSS method can detect the INS fault 
effectively and rapidly. The figure also shows that the test 
statistics of INS-out subset exceed the thresholds in some 
epochs when GNSS satellite fault took place. We’ll discuss it 
later with the assist of normal solution subset. 

The test statistics and thresholds of two satellite-out subsets 
related to faulty satellites in every epoch are shown in Fig. 8(b) 
and Fig. 8(c), where the former one is the slowly growing fault 
satellite subset and the latter one is the subset of two 
simultaneous faulty satellites. As shown in the figure, the 
slowly growing fault is difficult to be detected in time which 
resulted in slowly growing test statistics. However the KFSS 
method can detect this fault in less than four epochs. This 
detection time is very crucial for safety-critical navigation 
application as one parameter for integrity evaluation is time-to-
alert. 

The probability of two simultaneous faulty satellites is quite 
small. However with more and more GNSS constellations and 
satellites in orbit, the probability of this fault event cannot be 
ignored easily. As shown in Fig. 8(c), the step fault of two 
satellites fault is easy to be detected as the test statistics of next 
epoch after fault injection exceed the thresholds obviously. The 
impact of two satellites fault is much worse than that of one 
satellite fault. As shown in the figure, if the fault couldn’t be 
excluded effectively, the output position would move to the 
faulty position quickly as the test statistics reduce obviously.  

Furthermore, test statistics of one normal subset without any 
faults are shown in Fig. 8(d). Combined with the former three 
subfigures, the fact is that the INS fault and faulty satellite fault 
affected the other subsets simultaneously. It is easy to 
understand in solution separation that the impact of fault event 
will not only result in its corresponding fault-tolerance subset, 
but also affect the other subsets to some extent. However this 
impact is slightly different in the Kalman filter implementation. 
The impact of satellite fault to other subsets is similar to that of 
corresponding satellite-out subset. The test statistics grew with 
the slowly growing error and stepped with the step error. 
However on the other hand, during the period of INS fault, the 
impact has a decreasing trend. It’s the unique phenomenon of 
recursive estimation as the temporal connectivity would 
aggravate the positioning error, which in turns hides the faulty 
propagation in the following epoch. It should be noted that there 
exists another peak after the INS fault finished in 70th epoch. 
That’s because the special force returned to normal but the 
position in the last integration epoch was contaminated. That 
results that once faults are detected in Kalman filter, it should 
be excluded immediately and estimate the solution at this epoch 
again to avoid the fault propagation. Particularly if the fault 
comes from the propagation, the position initializations should 
be operated before the sensor is readmitted. That’s also the 
reason that we refine to absolute least squared estimation in the 
case of state fault in Fig. 5. 

Fig. 9 and Table IV give the positioning errors and RMSE in 
three scenarios: 1) no-fault setting; 2) faults exist without FDE 
function; 3) faults exist with KFSS FDE function. The errors 
are shown in blue, black and green lines, respectively. 
Particularly, the positioning errors during INS fault with FDE 
function is highlighted in pink dotted lines.  
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Fig. 9  Positioning errors under three scenarios in tightly coupled integration. 
From top to bottom are errors in X, Y and Z-axis, respectively. 
 

TABLE IV  
POSITIONING PERFORMANCE UNDER THREE SCENARIOS IN TIGHTLY COUPLE 

Item No fault  Fault without FDE Fault with FDE 

RMSE  
in X-axis 0.86m 1.81m 0.86m 

RMSE  
in Y-axis 2.56m 10.82m 2.70m 

RMSE  
in Z-axis 16.17m 21.98m 17.29m 

 
As shown in Fig. 9, errors increased with a different extent 

in all three axes without fault detection. Even the fault is 
finished, the system still needs a long time to recover, which is 
shown in black lines. On the contrary, the system with KFSS 
FDE function excluded the faulty sensors once the fault was 
detected. There’s no obvious positioning accuracy loss during 
the whole process. Especially in INS fault period, the system 
immediately switched to GNSS-only mode after the fault was 
detected. Even though there was a slightly increase in 
positioning errors but the system can maintain normal work in 
short time and win valuable time for the control system to call 
for alternative solutions. The statistics in Table IV further 
verified the effectiveness of KFSS FDE function. The RMSE 
after FDE is similar to that of no-fault scenario. 

Based on above tightly coupled model, the final protection 
levels between KFSS and ARAIM are compared. All the MDBs 
of fault-tolerance subsets are involved in the calculation. The 
horizontal protection level (HPL) and vertical protection level 
(VPL) results are shown in Fig. 10, respectively. The solid lines 
and dotted lines represent the outputs of KFSS and ARAIM, 
respectively. 

 

 
(a).  Horizontal protection levels 

 

 
(b).  Vertical protection levels 

Fig. 10  Protection levels between KFSS and ARAIM 
 
The results show that the HPL of KFSS keeps at 20 meters 

where that of ARAIM exceeds 27 meters. The advantage in 
vertical direction is much better. The VPL of KFSS is less than 
10 meters compared with more than 31 meters of ARAIM. 
Compared to ARAIM, the proposed KFSS method monitored 
more fault hypotheses (56 vs 46) but got reduced protection 
levels both in horizontal and vertical directions effectively.  

Compared to the classical ARAIM, the superiority of the 
proposed KFSS method on protection level computation can be 
discussed in three aspects. Firstly, the consistency of outputs of 
subsets are improved with Kalman filter, which results a 
smaller MDB for every subset. A smaller MDB directly 
contributes to the fault detection and protection level 
determination due to equation (25) and (28). Secondly, the 
advantage in vertical direction is much obvious compared to 
that of horizontal direction. That’s because the introduction of 
INS information improved the vertical accuracy effectively. 
The thirdly and most importantly is that the INS fault is 
considered in the integrity risk, not only for positioning 
accuracy improvement. The price is that we need to detect and 
monitor more fault hypotheses. The integrity evaluation of 
KFSS is a closed loop respect to the integrity risk tree. The prior 
fault probability of INS is involved in the fault detection and 
protection level determination.  

50 100 150 200

Time/s

0

5

10

15

20

25

30

H
PL

/m

KFSS

ARAIM

50 100 150 200

Time/s

0

5

10

15

20

25

30

VP
L/

m
KFSS

ARAIM



> REPLACE THIS LINE WITH YOUR PAPER IDENTIFICATION NUMBER (DOUBLE-CLICK HERE TO EDIT) < 
 

11 

C. Performance of Loosely Coupled Multi-Sensor Integration  
As little paper mentioned the integrity for loosely coupled 

integration. In this subsection the integrity for multi-sensor 
integration based on loosely couple is implemented and 
discussed. Four independent navigation systems are chosen in 
this model: INS, RTK, LiDAR and VINS. The INS maintains 
the consumer -grade IMU. The latter three systems can provide 
high accuracy three-dimensional positioning results. The multi-
sensor navigation model is assumed for high accuracy 
application. Integrity for high accuracy navigation applications 
is also popular and urgent in current researches. Then the 
integration period is reduced to 0.5 second. 

The 15-state vector used in the system model is: 
 =X φ v p b bδ δ δ δ δ  a g  (36). 

where δφ , δ v ,and δp  are the attitude, velocity and position 

error vector in three-dimensional frame, respectively. aδb and 

gδb are the accelerometer and gyroscope bias vector, 
respectively.  

The 9-state primary measurement vector of Kalman filter can 
be expressed as 

 [ ]Z p p p= ∆ ∆ T
RTK LiDAR VINS  (37). 

where pRTK is the three-dimensional positioning outputs of 
RTK. p∆ LiDAR and p∆ VINS are the three-dimensional positioning 
changes of LiDAR and VINS, respectively. The measurement 
noise covariance matrix is set as: 

 

2

2

2

0 0
0 0
0 0

σ
R σ

σ

 
 =  
 
 

T

RTK

LiDAR

VINS

 (38). 

where RTKσ , LiDARσ  and VINSσ  are the three-dimensional 
positioning noise standard deviations of RTK, LiDAR and 
VINS, respectively. Here the corresponding values are set as 
0.1m, 0.3m, and 0.5m. 

The fault setting is shown in Table V. Three faults took place 
during the processing. The INS fault is a step fault similar to the 
corresponding setting in tightly coupled integration. The fault 
of LiDAR and VINS are slowly growing errors. 

 
TABLE V  

FAULT SETTING IN LOOSELY COUPLED MULTI-SENSOR INTEGRATION 
No. Fault event Operation 

period/epoch 
Fault description 

1 INS fault 50~60 10* special force 
2 LiDAR fault 200~220 0.3 m/s in Y-axis 
3 VINS fault 300~320 0.5 m/s in X-axis 

 
The three-dimensional test statistics of every fault-tolerance 

subset are shown in Fig. 11. From (a) to (d) are subsets of INS-
out, LiDAR-out, VINS-out and RTK-out, respectively. No fault 
exclusion function is added in this processing. Particular they 
are sensor-exclude subsets, which means all observable 
measurements related to the corresponding sensor will be 
excluded in the fault-tolerance estimation. For example, under 
the hypothesis of LiDAR fault, the three-dimensional 

positioning results of LiDAR are simultaneously excluded to 
the subset positioning estimation.  

 
(a).  Test statistics in INS-out subset 

 
(b).  Test statistics in LiDAR-out subset. 

 

 
(c).  Test statistics in VINS-out subset. 

 
(d).  Regular case: Test statistics in RTK-out subset. 

Fig. 11  Test statistics and thresholds in every subset of loosely coupled 
INS/RTK/LiDAR/VINS integration. Lines from top to bottom in every 
subfigure are X, Y Z-axis, respectively. Solid lines and dotted lines are test 
statistics and thresholds, respectively. 

 
It is encouraging to find that the KFSS method is still 

effective under the loosely coupled multi-sensor integration. As 
no matter that is sensor propagation or sensor measurement, the 
KFSS all involves it into fault-tolerance detection as one fault 
event. If the fault wasn’t excluded immediately after detected, 
the normal subset (e.g. RTK-out subset in Fig. 11(d)) would be 
affected to some extent. The KFSS shows good performance 
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facing both step fault and slowly growing fault. 
Finally, the positioning performance is shown in Fig. 12 and 

Table VI. The positioning errors were also divided into three 
scenarios: 1) no-fault setting; 2) faults exist without FDE 
function; 3) faults exist with KFSS FDE function, which shown 
in blue, black and red lines, respectively.  

 

 
Fig. 12  Positioning errors under three scenarios in loosely coupled integration. 
 

TABLE VI  
POSITIONING PERFORMANCE UNDER THREE SCENARIOS IN LOOSELY COUPLE  

Item No fault  Fault without FDE Fault with FDE 
RMSE  

in X-axis 0.44m 0.59m 0.45m 

RMSE  
in Y-axis 0.37m 0.45m 0.30m 

RMSE  
in Z-axis 0.40m 1.06 0.19m 

 
The figure shows that the impact of sensor fault can be up to 

meters, which is fatal and unacceptable in high accuracy 
navigation. Relatively, the positioning with KFSS FDE can 
reduce the accuracy loss to the minimum. Particular, as the 
LiDAR and VINS observations are excluded under faulty 
periods, the positioning accuracy is improved due to the 
performance of RTK. The RMSE under the third scenario is less 
than that under no-fault scenario in Y-axis and Z-axis. 

About the output protection levels, as shown in Fig. 13, the 
horizontal protection level is nearly 4 meters and the vertical 
one maintains at about 2.5 meters. The protection levels can 
bound the positioning error appropriately and tightly.  

 
Fig. 13  Protection levels calculation in loosely coupled multi-sensor integration 

D. Performance of All-source Navigation Experiment  
The vehicle platform for all-source navigation experiment is 

established by the Intelligent Positioning and Navigation 
Laboratory (IPN), Hong Kong Polytechnic University. All the 

localization-based related sensors are equipped in a compact 
sensor kit on the top of the vehicle, which is shown in Fig. 14. 
The details of the sensor description are as follows: 

• IMU: Xsens Mti10, 100Hz; 
• GNSS: Ublox M8T, GPS/BDS, 1Hz; 
• LiDAR: Velodyne HDL 32E, 360 Horizontal Field of 

View (FOV), -30+10 vertical FOV, 80 meters in range, 
10Hz; 

• Camera: Grasshopper3 5.0 MP (GS3-U3-51S5C-C), 
fisheye lens Fujinon FE185C057HA-1, 185 HFOV, 185 
V-FOV, 10Hz; 

 

 
 

Fig. 14  Vehicle platform for sensor data collection 
 
The actual kinematic automobile signal was collected in East 

Tsim Sha Tsui, Hong Kong. It’s a representative urban canyon 
place that easy to result in faulty measurement due to model 
mismatch and sensor misspecification. We choose this 
challenging environment to test the feasibility of proposed 
KFSS method. The ground truth used in this experiment is 
provided by Novatel SPAN-CPT, a GNSS-IMU (fiber optics 
gyroscope) navigation system. The device is widely used for 
accurate localization assignments on mobile platforms. For 
laser odometry, the point registration algorithm Normal 
Distribution Transformation (NDT) is accepted for positioning 
solution in this experiment [47]. For visual odometer estimation, 
the open-sourced VINS-MONO algorithm, which tightly 
couples visual odometry with IMU estimation to output an 
optimized localization result is adopted in this experiment [48]. 
As it is a high accuracy application, the received GNSS signal 
of Ublox receiver is corrected from the RTK signal sent from 
local public base stations. The ground truth trajectory and single 
sensor solution of RTK, LiDAR and VINS are shown in Fig. 15.  

 

 
(a).  Kinematic trajectory in Google Earth 
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(b).  Ground truth and single sensor position solution. 

Fig. 15  Ground truth and single sensor position solution of GNSS RTK, LiDAR 
and VINS. It is shown in 2-dimensional horizontal components of ENU 
coordinate system.  

About the signal sensor performance, it can be seen that the 
accuracy of RTK is the best. The error compared to ground truth 
can be as small as centimeter level. The accuracy of LiDAR in 
most cases is less than one meter but sometimes the 
accumulative error can exceed one meter. The accuracy of 
camera is the worst of the three. The accumulative error can be 
as large as about meters. That also supports the algorithm that 
we choose positioning changes of LiDAR and VINS in the 
observable vector of Kalman filter. The three-dimensional 
positioning noise standard deviations of RTK, LiDAR and 
VINS are set as 0.1m, 0.3m, and 0.5m, respectively. 

As four sensors are involved in this experiment, we only 
monitor one fault hypothesis. That’s because once two 
simultaneous faults happen, it is difficult to exclude the faulty 
sensors as redundant measurements are lack. The three-
dimensional test statistics of every fault-tolerance subset are 
shown in Fig. 16. From (a) to (d) are subsets of INS-out, 
LiDAR-out, VINS-out and RTK-out, respectively.  

 

 
(a).  Test statistics in INS-out subset 

 
(b).  Test statistics in LiDAR-out subset. 

 

 
(c).  Test statistics in VINS-out subset. 

 
 (d).  Test statistics in RTK-out subset. 

Fig. 16  Test statistics and thresholds in every subset of vehicle experiment. 
Lines from top to bottom in every subfigure are X, Y Z-axis, respectively. Solid 
lines and dotted lines are test statistics and thresholds, respectively. 
 

As shown in the figure, in most cases all sensor-exclude 
subsets resulted in regular circumstances. The navigation is 
available in the above corresponding period. The KFSS method 
is effective during the actual kinematic experiment. But at the 
251st epoch, both the LiDAR-out subset and RTK-out subset 
detected fault. That’s means at least two sensors are faulty at 
this epoch. As mentioned above, we only have four sensors. It 
can not exclude the faulty measurements easily, particularly 
once the two faulty sensors resulted in the same hazardous 
positioning result. This experiment revealed the inherent 
limitation on fault exclusion. Redundant information is 
necessary for integrity monitoring. Some related works 
mentioned to depend on sensors with high priority such as INS 
at this challenging circumstance. That’s beyond the scope of 
this paper. We chose to trigger the integrity alert in this 
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experiment and the navigation output is not reliable at this 
epoch.  

After excluding the unavailable epoch, the positioning 
performance of loosely coupled INS/RTK/LiDAR/VINS 
integration is shown in Fig. 17 and Table VII. The calculated 
HPL an VPL is shown in Fig. 18. 
 

 
Fig. 17  Positioning errors of navigation integration in vehicle experiment. It is 
shown in ECEF coordinate frame 
 

TABLE VII  
POSITIONING PERFORMANCE OF NAVIGATION SYSTEM 

Item X-axis Y-axis Z-axis 
Mean error -0.06m 0.01m 0.07m 

STD 0.07m 0.04m 0.07m 
Max error 0.19m 0.15m 0.50m 

RMSE 0.09m 0.04m 0.10m 

 

 
Fig. 18  Protection levels calculation in vehicle experiment 

As shown in the figure and table, the positioning error on 
each axis is less than 0.5m in the whole experiment and below 
0.2 m in most cases, which shows a high accuracy performance. 
The RMSE doesn’t exceed 0.10m in every direction. About the 
protection levels, the HPL is less than 3.5m and the VPL is 
about 2.0m in most cases. Considering that the system model is 
still based on a consumer -grade IMU, it can be estimated 
aggressively that the protection levels can be significantly 
reduced enhanced by a higher grade IMU. This conclusion is 
encouraging to high accuracy safety-critical navigation 
applications such as autonomous driving as their safe space is 
very limited. 

V. DISCUSSIONS 

A. Performance and Limitation of Standard Kalman Filter  
It should be noted that the proposed KFSS method is 
implemented on standard form of extended Kalman filter in this 
paper. It has to be considered that the performance of Kalman 
filter may not be acceptable in some time-varying and uncertain 
operation conditions due to its limitations in linearity and 
statistical assumptions. However as our method didn’t touch or 
modify the fusion process inside Kalman filter, it can be further 
extended to other KF methods to improve its limitations in 
linearity and statistical assumptions. For example, sigma-point 
KF (SPKF) is a better choice for nonlinear systems [49, 50]. 
SPKF can captures the posterior mean and covariance 
accurately to the 2nd order (Taylor series expansion) for any 
nonlinearity (3rd order accuracy is achieved if the prior random 
variable has a symmetric distribution), which provides superior 
performance over the current KF and EKF by better accounting 
for nonlinearities and accommodating asynchronous and lagged 
sensor measurements. The statistic assumptions and error 
modelling are another problem that limit the classical KF 
application in uncertain operation conditions. One feasible 
method is to update the process noise covariance and 
measurement noise covariance online to improve the stability 
and sensitivity performance of system [51]. Another method is 
to collect experimental data as much as possible or do 
exhausted/greedy simulations to verify the good of fit between 
sensor signals and system models [25,52]. 

B. Integrity Requirements for Specific Application 
The focus of this paper is to propose one user algorithm for 
integrity monitoring of multi-sensor navigation system. As 
integrity is the measure of trust for specific safety-critical 
applications, several parameters such as ALs and integrity risk, 
need to be determined by corresponding requirements to define 
safe space and avoid hazardous situations. For example, the 
horizontal AL for civil airplane during en-route operation can 
be as large as several nautical miles but that for autonomous 
driving need to be narrowed to meters. The decomposition of 
AL also needs to serve for the corresponding requirement. We 
break down the AL to horizontal and vertical components for 
civil airplane in most cases, but for grounding vehicle, we care 
more about the lateral and longitudinal directions [53]. It is 
crucial to define and quantify the hazardous misleading 
information (HMI) for the specific application. The integrity 
risk, also known as the probability of hazardous misleading 
information (PHMI), is the essential input requirement to 
calculate the PL. The comparison of ALs and PLs will directly 
determine the availability of system at this epoch. The standard 
deviation and prior probability of fault for different sensors are 
parameters for solution separation. As a successful application 
of solution separation, the baseline ARAIM user algorithm 
define them in integrity support message (ISM) [40]. It can be 
used for reference to improve the proposed method in this paper. 
Particularly learning from the monitor of GNSS signal-in-space, 
it needs to characterize the errors in light of known or 
predictable characteristics and ensure that these parameters will 
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continue to bound or overbound the future fault-free situations 
[54]. It is necessary to estimate and determine the standard 
deviation and prior probability of fault based on observation 
data and comprehensive simulations for specific application.  
 

VI. CONCLUSION 
Based on the integrity application in multi-sensor navigation 

integration, a new Kalman filter based solution separation 
(KFSS) method is proposed in this paper. For the KFSS 
processing, the classical EKF estimation is remodeled as the 
weighted least square form in preparation for the following 
integrity evaluation. The propagation states are involved in the 
new measurement vector to keep the integrity risk produced by 
both the temporal connectivity and system propagation is 
considered in the integrity monitoring effectively. Then, the 
fault detection and exclusion are operated in positioning 
domain based on solution separation. Particularly, the solution 
separation is enhanced by sensor exclusion, which is pretty 
applicable for all-source navigation. Furthermore, the 
protection levels in horizontal and vertical dimensions are 
determined with the concept of integrity budget. The proposed 
method gets the rid of limitations on sensor types, number of 
simultaneous faults and integration models. 

The open sourced tightly coupled INS/GNSS integration and 
loosely coupled INS/RTK/LiDAR/VINS multi-sensor 
integration are simulated and discussed with different types of 
faults. The KFSS method can detect both the propagation fault 
and measurement fault. The fault exclusion operation with 
refined matrix reconstruction can maintain the positioning 
accuracy to overcome the error divergence caused by the state 
fault propagation. Furthermore, an actual vehicle kinematic 
experiment with multi-sensor navigation system is 
implemented to verify the feasibility of KFSS for all-source 
navigation. The effectiveness and superiority of KFSS are 
verified under autonomous driving scenario. The experiment 
also reveals the limitation of dependence on redundant 
measurements. The protection levels calculated with actual 
signal also shows potential superiority in lane level 
applications. Compared to the ARAIM method, the horizontal 
and vertical protection level outputs can be reduced greatly. It 
is a positive signal to keep the availability of navigation system 
in complex and challenging circumstances. The proposed KFSS 
method is applicable for the performance evaluation of the plug 
and play all-source navigation, especially the navigation 
requirements of safety-critical applications such as autonomous 
driving and unmanned aerial vehicles.  

The future work includes two aspect: The authors are now 
working on multi-sensor dynamic vehicle prototype platform 
construction and build the all-source navigation scenario as far 
as possible. It will verify the feasibility of the KFSS solution 
under different scenarios in the near future. Then, the impact of 
different levels of IMU for PL reduction in autonomous driving 
application is another focus. 
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